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The ever increasing demand for miniaturized, fast, cheap systems and devices lead to fundamental changes in fabrication technologies that request new architectural principles for materials. The paper presents a constructal principle solution to optimized photovoltaic cells and modules design, applicable to other electrical, electronic and mechanical applications.
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1. INTRODUCTION

The contemporary global competitional pressures and the ever increasing demand for miniaturized, fast and cheap systems and devices lead to fundamental changes in the fabrication technologies, which request new architectural principles for materials. At macro, micro, sub-micro and nanometer levels the same optimal (signal, power, heat, protection) access problems from the system to its boundary ports through fast access paths occur. In the realm of microelectronic devices and electronic packing, at the smallest scale of every microelectronic system there are integrated chips that are part of the functional system through a packaging hierarchy [2]–[11]. The ensemble (the package) provides for signal and power delivery, heat dissipation and system protection. Besides chips, the electronic ensemble is made of discrete and integrated devices (detectors, laser diodes, photonic or optoelectronic chips), which communicate through electrical or optical via, such as metallic or organic-metallic printed circuits. The chips comprise transistors and are provided with overlapping cabling paths for interconnection and coupling with the ensemble. As the number and diversity of these devices increases, the communication becomes more and more complex. The number of integration levels within a structure varies with the ensemble degree of integration. A typical high
performance ensemble hierarchy consists of chips, modules, printed circuits and gates. At each level, an optimal design is then needed, and optimization principles become design tools.

Magnetic recording devices are another important, expanding class of applications where the continuous miniaturization constantly requests new materials with superior properties [12]. Thin-film for magnetic memory, “on-wafer” processing, the controlled doping of Ni-Fe alloys, and more recently materials for giant magneto-resistances are several milestones that mark an evolution where the demand for new, optimal architectures is of major concern.

Microelectromechanical systems (MEMS) are miniaturized machines that include sensors, effectors and control. Their micro fabrication on silicon substrate uses the technology developed for integrated circuits that embodies erosion and gluing processes to produce 3D structures at micrometer scale. The nanotechnology advent is the next stage for MEMS miniaturization and may impact the future microelectronic devices [29]–[34].

Concluding, at each level (from macro- to nanometer scale) of engineering design the same optimal access problem is evident: the access (signal, power, heat, protection) from the system – ensemble, ensemble layer, components (e.g., chips), sub-components (e.g. transistors), materials (e.g., silicon wafers) – to the ports (terminals, sinks) through access paths of superior properties (electrical and thermal conductivity, speed, etc.) than the volume within which they reside. In this context, the constructal principle [1] may lead to optimal solutions (structures) that relay on phenomenological compliance with the functional purpose of the device.

The constructal principle was first identified in connection to thermal design problems posed by the ever-growing electronic packaging demand for small-size, high-power dissipative systems, but was soon found to be universal, acting both in the inanimate and animate worlds [1]. This principle, introduced here in connection to new, optimal architecture of systems with constrained flows produces systems that are adaptive, “intelligent”, optimal in the sense of the ensemble’s functionality, and respond the objective of “assembly-by-construction”. Due to its universality this process may be used both to obtain primary materials that are structurally optimized and in the construction of architectonic ensembles with optimized functions that comprise materials with special properties (e.g., thermo-electric, thermo-magnetic, piezo-electric, piezo-magnetic, piro-electric, piro-magnetic, etc.).

The first part of this report is concerned with the constructal architecture related to the physical models for heat and electrical current conduction flows. Objectives and constraints specific to the constructal optimization in multifunctional materials architecture are discussed. Next, we present the elemental system that produces higher order optimal constructs.
From a broader perspective, this report is aimed at applying the constructal principle in the construction of optimal structures for new materials for electrical, electronic and mechanical applications.

2. CONSTRUCTAL OPTIMIZATION

The theoretical development of the constructal principle, proposed here in the architecture of multifunctional materials, relies on the analysis of natural dynamic systems with flows, currents and gradients (e.g., temperature, pressure, electric potential, chemical potential, etc.) that, internally, are not at thermodynamic equilibrium, i.e., are not static. A second important aspect, the variety of geometrical natural forms that we may recognize and which are found in both animate and inanimate worlds is not that vast: *natural systems may have the same geometric shape without being identical*. For instance, two bronchial trees are never identical. Basically, when these systems are presented by a single image out of the endless diversity of natural flow forms we have the ability to recognize and classify them in one of the three forms: tree, round and slice. If one single principle is responsible of all these forms then this principle may act everywhere. It becomes a law that ties different areas such as physics and biology or, better said, two different modes of reasoning, two different points of view.

CONSTRUCTAL VERSUS FRACTAL ARCHITECTURE

Recently, many instances of macroscopic organization observed in nature were approached by fractal geometry analysis: images generated by repeating a set of rules several times may be projected to resemble a natural tree-like structure. However, the physical principle out of which the fractal algorithm may be deduced is not apparent: “the progress depends on establishing a more substantial theoretical basis where *the geometric shape should emerge from the very principle that produces it*” [13].

Fractal geometry promotes the idea that natural tree-like structures are fractal objects. Following this path, the *fractal dimension* given by Mandelbrot [14] is an object generated through *ad infinitum* repetition of an algorithm based on postulated similarity laws. This *infinite* sequence of branching or coalescence stages is remarkably absent from the natural tree-like systems. The designer has to *cut off* the fractal algorithm after a few steps (internal cut off) in order to be capable to observe the actual drawing of the resulting structure. If the natural structures would be really fractal, “we would observe nothing else than blurred images and gray nuances” [15], [16]. Why then is this internal cut off needed? Why does bifurcation (twinning) occur, and why the bifurcation law no longer applies to small scales? Further more, at small scales branching through
bifurcation no longer occurs, and the number of branches per ramification increases (e.g., alveoli, the finest capillary vessels, the needles on the last branches). These facts suggest that ramification may be the outcome of an optimization process.

Seen from this perspective the constructal principle used in this work, as compared to the fractal alternative, produces architectures that are based on geometric structures emergent by optimization – purpose, function, optimal design – and not by conjectural assumptions. In some sense, the identification of a specific constructal structure may be interpreted as pattern analysis or pattern mining.

FUNCTIONAL OBJECTIVE AND CONSTRAINTS

Spatial and temporal structures observed in nature are the results of certain processes of global optimization subject to specific local and global constraints. This principle demands that a finite-size heterogeneous system undergoes changes in shape and structure such as to provide for an as easy as possible access (low resistance paths) of its internal currents.

The existence of some law of natural structure generation is not of surprise – optimization principles such as minimum travel time, minimum flow resistance, minimum power consumption are frequently and constantly invoked and used, and it is remarkable that these deterministic principles are independent, and do not follow up (do not result) from other, known laws.

The same principle may be used also to produce new structures for multifunctional materials. Engineering design starts by a clear understanding of the objective: the system mission, purpose, function and performance. This concept implies also optimization, because the designed system is expected to perform (function) the best possible. Possible means that the designer recognizes the local and global constraints (limitations) that the system may have. Some of the very common global constraints are the system mass and volume. The heat generated within the occupied volume, e.g., by an electronic ensemble, is another global constraint when the electronic components have fit within an imposed volume.

The local constraints are more subtle, but equally important. In a system with internal heat generation (e.g., a cable that carries electrical current, electronic devices, etc.) the maximum temperature is not to exceed a certain safe limit. The number and localization of the hot spots is not important. The local constraints are then gathered in an objective function defined at the system level. The geometry is the unknown. The external shape and the internal structure emerge then by successive designs (iterations) that comply with the global and local constraints, in the objective pursuit. The initial position that this engineering point of view occupies is essential to understand in a deterministic (predictive, anticipative) sense the emergence of shape and structure in natural systems.
In the constructal theory, the deterministic evolution occurs in time, from principle (engineering) to nature. The history of science and technology is reach in examples where the sense is the opposite, i.e. from nature to engineering – this method is recognized today as Biomimetics, and it continues to be a valuable instrument in engineering design. Compared to Biomimetics, constructal theory acts in the opposite sense: through the constructal law, the engineering generates a purely theoretic point of view, from which Nature may be better understood, i.e. more simply.

FERMAT’S PRINCIPLE AND CONSTRUCTAL PRINCIPLE

Fermat’s principle, which is used only in optics [17], postulates that light, which propagates between two points (A, B) located in different media, must choose the path that minimizes the travel time. It follows then that the angle of refraction \( \frac{\sin \beta_i}{\sin \beta_r} = n_{i,r} \) is an optimization result, where \( n_{i,r} \) is the refraction index relative to the two media. The same optimal path is obtained when the propagation speed of light in the two media, \( V_0 \) and \( V_1 \) are utilized instead.

Fermat’s principle covers the much older principle of the shortest path postulated by Heron of Alexandria: light propagates following a straight path and the incident angle at a mirroring interface is equal to the reflection angle. By contrast to the point-to-point “flow” law of Fermat and Heron, the constructal law refers to finite size systems with internal flow generation, from the volume (an infinite number of points) to a sink (M) located on the boundary.

In a 2D representation (Fig. 1), the volume may be represented by a rectangle of area \( A_0 = H_0L_0 \). The size of \( A_0 \) is fixed, but the aspect ratio \( H_0/L_0 \) may vary. The system is a composite made of two media, where motion may occur at two speeds, \( V_0 \ll V_1 \). The amount of high-speed material (\( V_1 \)) is small and fixed – much smaller than the rest of volume occupied by the low-speed material, (\( V_0 \)), with internal generation (e.g., heat, current, etc.). We assume that

![Fig. 1. – Fermat’s principle.](image)
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$A_0$ is that small as to include a single strip of high-speed material: $A_0$ is then called *elemental system*. The volume-to-point access problem at $A_0$ level is analyzed in detail.

The constructal law requests that the access between all points of $A_0$ and $M$ is maximized. The geometric shape, the external aspect ratio, $H_0/L_0$, and the internal structure of $A_0$ (*i.e.*, the distribution of high-speed material throughout the low-speed material) are then natural results and we recognize all elements of objective and constraints: the objective of the finite-size system consists of maximizing the volume-to-point access.

The global constraints are the fixed size of the system and the amount of high permeability material that is to be distributed within the system. The local constraint intervenes through the fact that some of the internal points will always have easier access to $M$ than other points. The longest trip to $M$ is associated to the most distant point in $A_0$ (point $P$ in Fig. 1), which is then the most solicited point — it is the analogous to the point of highest mechanical stress in a mechanical structure or the hottest spot in a thermal structure. The design may be improved by changing the external aspect ratio, to produce more uniform working conditions, *i.e.* uniform access to the volume from $M$.

The constructal principle focuses on the whole, and the optimization process works similarly to Fermat’s principle that anticipates the geometric shape of the light beam. Unlike Fermat’s principle where the trajectory is broken at the interface between the two semi-infinite media, in the volume-to-point access problem the bent (*e.g.*, $R$) is found on the central axis of $A_0$, and this is the result of an optimization principle. The volume-to-point construct is then a bundle of an infinite number of flow paths that verifies Fermat’s principle.

At this point we may introduce the fundamental constructal problem:

“Given a finite size volume with internal heat generation and of low conductivity, which is cooled by a small-size sink placed on the boundary, distribute a fixed amount of high conductivity material within the volume such that the hotspot temperature is minimum” [1].

In other words, find the collector structure that minimizes the system’s global thermal resistance.

For instance, electronic structures (packages) are subject to thermal objectives and constraints. The *global* constraint is the finite volume where the system must fit. The thermal design objective consists of installing as many components as possible, hence an as high as possible heat generation rate, $q$ (electrical structures generate heat). The maximum temperature in the systems may not exceed a specified limit, $T_{\text{max}}$ — this is the *local* constraint. The optimal design is then superior if $q$ is large, *i.e.* the global thermal conductance $q/(T_{\text{max}} - T_0)$ is high — $T_0$ is the initial temperature of the environment that absorbs the heat. This problem is presented next for the *electrical* optimization of PVC [27].
3. CONSTRUCTAL OPTIMIZATION OF PVC

Photovoltaic cells (PVC) are semiconductor, p–n devices that convert light directly into electricity. The “particles” of light (photons) absorbed by the PVC wafer generate electric charges (electrons and holes) that are drained across the p–n junction in opposite directions by the action of an electric field produced at the interface. This segregation generates a voltage across the junction that produces a current in an external load [35], [48].

PVC efficiency is diminished by the partial reflection of the incident light, the incomplete absorption and utilization of the photons energy, the partial recombination of electrical charge carriers and the leakage across the junction [43]–[46]. The power loss occurs in the bulk of the base material, $R_p$ (Fig. 2,a), in the narrow top-surface layer, at the interface between the cell and the electric terminals used to connect the PVC to an external electrical circuit [36].

![a. Equivalent PVC scheme](image)

![b. The effect of $R_p$ and $R_s$](image)

![c. The maximum power point](image)

Fig. 2. – Equivalent circuit for a crystalline, heterojunction PVC.

The cell series resistance, $R_s$ (Fig. 2,a), met by the lateral current in the cell’s top layer is responsible for the flattening of the current-voltage characteristic (Fig. 2,b) and for the pending PVC output power loss. It may be reduced by using a highly conductive material for the top layer, by increasing its thickness, by good galvanic contacts and by optimized geometry for the contact grid [37], [48].

The optimization of $R_s$ consists of minimizing the *sum* of the collector shadow and resistance losses and, despite the many physical processes within the
PVC [41] it may be conducted separately [38]. Instead of the double diode description of the PVC, we use the simpler maximum power point (MPP) approach (Fig. 1,c) [43]. This allows for the PVC to be optimized either for a specific or for a mix of irradiation levels, such as it occurs under normal working conditions.

OPTIMAL COLLECTOR GRID DESIGN CONCERNS

The collector – a finger-like metallic contact connected to a metallic busbar system – is to collect current and to reduce $R_S$. Unfortunately, this structure prevents for the incident radiation to reach the cell: although large electrical contacts minimize $R_S$, they also cover the cell and block too much of the light. An optimal design is then a compromise between an as low as possible $R_S$ (closely spaced, highly conductive grid fingers with good adhesion and low $R_S$) and an as high as possible light transmission (fine, widely spaced fingers). Currently, the acceptable loss from the contact shading is 10% in commercial cells [37], [48–49]. The optimal design of the collector has to comply also with criteria such the aesthetic appearance, and several collector patterns derived from the $H$-type PVC were proposed [38]. Fig. 3 shows a pin-up (PUM) module optimized with respect to its series resistance [18]. Other examples of optimized dissipative structures cooled by free and forced convection may be found in [19]–[28].

![Fig. 3. – PinUp PVC Module (PUM) [18].](image)

The basic constructal volume-to-point access problem is equivalent to finding the particular collector pattern (high conductivity material) that minimizes the equivalent thermal resistance of the volume, or the design goal of reducing $R_S$ for the heterojunction PVC with metallic electrode on the illuminated face (emitter). In this sense the results reported here translate previous, thermal analysis results [40] into electrical terms, specific to the PVC design.

The elemental system

We assume that the PVC operates under DC conditions hence the associated electric field is derived from the electric potential, $V$. For PVC with
very thin emitter and collector the current flow in the emitter and metallic grid is 2D. The mathematical model for the electric field is then made of the following equations,

\[ \frac{\partial^2 V}{\partial x^2} + \frac{\partial^2 V}{\partial y^2} + \frac{w^*}{\sigma_0} = 0, \quad \text{emitter} \quad (1a) \]

\[ \frac{\partial^2 V}{\partial x^2} + \frac{\partial^2 V}{\partial y^2} = 0, \quad \text{metallic collector} \quad (1b) \]

to which add appropriate boundary conditions (BC’s) \( w^* \) is the photovoltaic current source).

The constructal theory introduced by [39–40] is then readily applicable by using the equivalence \( T \leftrightarrow V, \; q^* \leftrightarrow w^*, \; k_0 \leftrightarrow \sigma_0, \; k_p \leftrightarrow \sigma_p \; (k_p, k_0, \sigma_p, \sigma_0 \) are the thermal and electrical conductivities of the collector and emitter, respectively). The adiabatic boundaries in [40] are here electrically insulated surfaces. In the elemental system of Fig. 4 the metallic strip is placed on the horizontal symmetry axis. Except for the sink at the origin, the boundary is insulated.

![Fig. 4. - The slender elemental volume with internal PV current generation and one metallic collector finger.](image)

As the volume \( V = H_0 L_0 W \) \( W \) is the thickness, \( i.e. \) the third dimension) and the fraction of the volume occupied by the metallic grid, \( V_p \), are fixed, the area of the shadowed part, which is covered by the finger, is kept constant throughout the optimization. \( H_0 \) and \( L_0 \) may vary, but \( A_0 = H_0 L_0 \) is constant, and as \( H_0 \ll L_0 \) it follows that the current in the emitter flows mainly in \( y \) direction, to be then collected by the \( \sigma_p \) finger at \( y = 0 \) and drained in \( x \) direction toward the origin.

Problem (1a) subject to \( \partial V/\partial y|_{y=H_0/2} = 0 \) and \( V(x,0) = V_0(x) \) has the analytic solution \( V(x,y) = w^*/2\sigma_0\left( H_0y - y^2 \right) + V_0(x,y) \). The current in the \( \sigma_p \)
strip obeys the fin-like equation \( \sigma_p D_0 \frac{d^2 V}{dx^2} + w^* H_0 = 0 \), and the boundary conditions \( V_0\big|_{x=0} = V(0,0) \) and \( dV_0/dx\big|_{x=L_0} = 0 \). The maximum voltage drop on this elemental cell, \( \Delta V_0 \), occurs between the corners farthest from the origin, \( x = L_0 \) and \( y = \pm H_0/2 \), and it has a minimum with respect to the external shape \( (H_0/L_0)\),

\[
\frac{\Delta V_{0,\text{min}}}{w^* H_0 L_0/\sigma_0} = \frac{1}{2} \left( \frac{\sigma_0 H_0}{\sigma_p D_0} \right)^{1/2}, \quad \left( \frac{H_0}{L_0} \right)_{\text{opt}} = \frac{1}{2} \left( \frac{\sigma_0 H_0}{\sigma_p D_0} \right)^{1/2}.
\]

This result is consistent with the assumption that the elemental system is slender, suggesting that \( \sigma_p/\sigma_0 >> H_0/D_0 >> 1 \). Two additional properties of this geometric optimization are remarkable [40]:

1. **The principle of equipartition**: the voltage drop in the \( \sigma_0 \) emitter equals the voltage drop along the \( \sigma_p \) finger, i.e. the voltage drop \( \Delta V_{0,\text{min}} \) is divided in half by the bend \((x=L_0, y=0)\).

2. \( \Delta V_{0,\text{min}} = w^* H_0^2/(4\sigma_0) \) decreases at elemental level as \( H_0^2 \). This motivates the effort to manufacture the smallest possible elemental system.

**First order construct**

Fig. 5 shows the elemental system and the first order assembly, where the \( D_0 \) strips are connected to the \( D_1 \) busbar. The outer boundary is insulated, except for the terminal of size \( D_1 \) at the origin where the collected current, \( w^* H_1 L_1 W \), leaves the structure.

![Fig. 5](image_url) – The first order assembly made of elemental cells (systems).

The new optimization problem is to find how many elemental volumes to assemble, or the optimal external shape \( H_1 \times L_1 \), such that the maximum voltage drop from an internal point to the origin is minimal. Unlike the elemental system
where the current was assumed to flow in $y$ direction, the current in the fingers is constrained to flow in $y$ direction, independently of the construct shape. In a volume-averaged sense the construct behaves as the $\sigma_0$ cell with an effective conductivity $\sigma_1 = \sigma_P D_0/H_0$. The constraint $H_1 = 2L_{0,\text{opt}}$ is the second equation.

A similar analysis may be used to find $\Delta V_1$. Its maximum, between the farthest corner $(L_1, H_1/2)$ and origin has a minimum, $\Delta V_{1,\text{min}} = w^* H_0^2 / 4 \sigma_0$.

If $L_{1,\text{opt}}/H_0 = 1/2 \left( \sigma_P/\sigma_0 \right)^{1/4} (D_0/H_0)^{-1/4} (D_1/H_0)^{1/2}$ and $(H_1/L_1)_{\text{opt}} = 2\left( \sigma_P/\sigma_0 \right)(H_1/D_1)^{1/2}$ then $\Delta V_{1,\text{min}} = \Delta V_{0,\text{min}}$.

The resistance of the assembly $\Delta V_0/(w^* H_1 L_1/\sigma_0)$ is minimized for constraint $\phi = A_{p,1} / (H_1 L_{1,\text{opt}})$, where $A_{p,1} = D_1 L_{1,\text{opt}} + n_{1,\text{opt}} D_0 L_{0,\text{opt}}$ is the amount of $\sigma_P$ material. For $D_{1,\text{opt}}/H_0 = (\sigma_P/\sigma_0)^{1/2} (D_0/H_0)^{3/2}$ it yields $\phi = 2(D_0/H_0)$ and $\Delta V_{a,\text{min}} = (3/8) \left( w^* H_0^2 / \sigma_0 \right)$. Apparently, the busbar has to be wider than the fingers, $(D_1/D_0)_{\text{opt}} = \left( (D_0 \sigma_P)/H_0 \sigma_0 \right)^{1/2} \gg 1$. An important result is that the voltage drop on the optimized assembly is almost equal to the optimized voltage drop on the elemental system.

Next, a twice optimized first order assembly (with respect to the $H_1 \times L_1$ shape and to the allocation of high conductivity material $\sigma_P$) is obtained for the optimal number of fingers, $n_{1,\text{opt}} = \left( \sigma_P/\sigma_0 \right)(D_0/H_0)^{1/2} \gg 1$, and for the busbar length, $L_{1,\text{opt}} = (1/2) \left( H_0 D_0 \sigma_P/\sigma_0 \right)^{1/2}$. Remarkably, the optimal shape of this assembly is constant, $(H_1/L_1)_{\text{opt}} = 2$, independent of the type of conducting materials $(\sigma_P/\sigma_0)$ and of the proportion in which they are built into the assembly $(\phi)$. Consequently, the optimal shape $H_1 \times L_1$ is such that a square of side $L_1$ forms on either side of the $D_1$ busbar ($x$ axis). By combining with $H_1 = 2L_{0,\text{opt}}$, it yields $(L_1/L_0)_{\text{opt}} = 1$.

Second and third order constructs

The second order construct (Fig. 6) is made of two optimized first order constructs connected such that $H_2 = H_1 = 2L_{1,\text{opt}} = 2L_2$. The $D_2$ path needs not to
extend to the right boundary as this margin is insulated. The voltage drop on this assembly $\Delta V_{a_2} = \Delta V_{D_2} + \Delta V_{a_{min}}$ is $\Delta V_{a_2}/\left(\frac{w''H_1^2}{\sigma_0}\right)$, which – minimized with respect to the material constraint $A_{P_2} = D_2L_{2,opt} + n_{2,opt}A_{P_1}$ – yields,

$$\phi_2 = 2\left(1 + \frac{1}{3^{1/2}}\right)\frac{D_0}{H_0}, \quad \Delta V_{a_{min}} = \frac{3}{8}\left(1 + \frac{1}{3^{1/2}}\right)\frac{w''H_0^2}{\sigma_0}$$

$$\frac{D_{2,opt}}{H_0} = \frac{4}{3^{1/2}}\left(\frac{\sigma_p}{\sigma_0}\right)^{1/2}\left(\frac{D_0}{H_0}\right)^{3/2}.$$  \hspace{1cm} (3a) \hspace{1cm} (3b)

This result is of the same order as for the first order construct and as for the elemental cell. The magnification factor of the busbar to the finger width is a constant, namely $(D_2/D_1)_{opt} = 4/3^{1/2} = 2.31$.

The best third order ensemble is obtained by a double optimization (shape and busbar width) of a system made of optimized second order construct (Fig. 5). As the aspect ratio of the third order assembly and the length of its busbar are fixed – $H_3 = 2H_2$, $L_3 = H_2/2$ – the only degree of freedom left is the busbar width, $D_3$.

This quantity may be optimized in relation to the other widths of the metallization grid, $(D_2, D_1, D_0)$, and the overall voltage $\Delta V_{a_3} = \Delta V_{D_3} + \Delta V_{a_{min}}$ is then minimized subject to the constraint $A_{P_3} = D_3L_3 + 2A_P$. For $\phi_3 = 2\left(1 + 2/3^{1/2}\right)(D_0/H_0)$ and $\Delta V_{a_{min}} = (3/8)\left(1 + 2/3^{1/2}\right)(w''H_0^2/\sigma_0)$ it yields $(D_{3,opt}/H_0) = (8/3^{1/2})(\sigma_p/\sigma_0)^{1/2}(D_0/H_0)^{3/2}$. The magnification factor of the busbar to the finger width is then double, $D_{3,opt} = 2D_{2,opt}$.
Fourth and higher order ensembles

Fig. 8 shows the fourth order construct made of two third order constructs. $D_{4,\text{opt}}$ and $\Delta V_{\text{a, min}}$ are listed in Table 1, line $i = 4$. Apparently, in the process of optimization the finger width doubles, suggesting the following recurrence,

$$D_{i,\text{opt}} = \frac{2^i}{3^{i/2}} D_0 \left( \frac{H_0 \sigma_p}{H_0 \sigma_0} \right)^{1/2} \quad \text{for } i \geq 2. \quad (4)$$

The finger path length and the height of the optimized construct obey similar doubling rules,

$$L_i = 2^{i-2} m \left( \frac{H_0 D_0 \sigma_p}{H_0 \sigma_0} \right)^{1/2}, \quad i \geq 3, \quad m = \begin{cases} 2, & i \text{ even} \\ 5/2, & i \text{ odd} \end{cases} \quad (6)$$

$$H_i = 2^{i-2} p H_0 \left( \frac{D_0 \sigma_p}{H_0 \sigma_0} \right)^{1/2}, \quad i \geq 2, \quad p = \begin{cases} 1, & i \text{ even} \\ 1/2, & i \text{ odd} \end{cases} \quad (7)$$

### Table 1
The main parameters of the first six optimized assemblies

<table>
<thead>
<tr>
<th>Assembly order $i$</th>
<th>Height factor $H_i / H_{i-1}$</th>
<th>Shape*</th>
<th>Finger width factor $D_i / D_{i-1}$</th>
<th>Length factor $L_i / L_{i-1}$</th>
<th>$\Delta V_{\text{a, min}}$</th>
<th>$\phi_i H_0 / D_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>r</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>$\left( \frac{D_0 \sigma_p}{H_0 \sigma_0} \right)^{1/2}$ $\gg 1$</td>
<td>R</td>
<td>$\left( \frac{D_0 \sigma_p}{H_0 \sigma_0} \right)^{1/2}$ $\gg 1$</td>
<td>1</td>
<td>$\frac{3}{8}$</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>S</td>
<td>$\frac{4}{3^{1/2}} = 2.31$</td>
<td>1</td>
<td>$\frac{3}{8} \left( 1 + \frac{1}{3^{3/2}} \right)^{1/2}$</td>
<td>$2 \left( 1 + \frac{1}{3^{3/2}} \right)^{1/2}$</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>R</td>
<td>2</td>
<td>1</td>
<td>$\frac{3}{8} \left( 1 + \frac{2}{3^{3/2}} \right)^{1/2}$</td>
<td>$2 \left( 1 + \frac{2}{3^{3/2}} \right)^{1/2}$</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>S</td>
<td>2</td>
<td>2</td>
<td>$\frac{3}{8} \left( 1 + \frac{4}{3^{3/2}} \right)^{1/2}$</td>
<td>$2 \left( 1 + \frac{4}{3^{3/2}} \right)^{1/2}$</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>R</td>
<td>2</td>
<td>1</td>
<td>$\frac{3}{8} \left( 1 + \frac{6}{3^{3/2}} \right)^{1/2}$</td>
<td>$2 \left( 1 + \frac{6}{3^{3/2}} \right)^{1/2}$</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>S</td>
<td>2</td>
<td>2</td>
<td>$\frac{3}{8} \left( 1 + \frac{10}{3^{3/2}} \right)^{1/2}$</td>
<td>$2 \left( 1 + \frac{10}{3^{3/2}} \right)^{1/2}$</td>
</tr>
</tbody>
</table>

* S = square; R = rectangle (shape factor = 2); r = rectangle (shape factor << 1)
The voltage drop for higher order assemblies and the porosity are then,

\[ \Delta V_{a,\text{min}} = \frac{3}{16} \frac{\phi_i}{D_0/H_0} \frac{w''H_0^2}{\sigma_0}. \]

(8)

\[ \phi_i = \phi_{i-1} + \frac{2(i-2r)/2}{3!^2} \frac{D_0}{H_0}, \quad (i \geq 3), \quad r = \begin{cases} 0, & i \text{ even} \\ 1/2, & i \text{ odd} \end{cases} \]

(9)

Table 1 lists the constructal optimization results for higher order ensembles (fifth and sixth). The second and higher order ensembles are close to optimal (3).

Fig. 9 shows a detailed view of the optimized fourth assembly with its constituents, including the elemental cells (strips).

The number of such striations is not a constant, it is function of

\[ 2 \left( \sigma_0 H_0 / \sigma_p D_0 \right)^{1/2}. \]

Another important feature is that the width of the optimized busbar increases with the assembly order.
Fig. 10 shows the high order end of the optimized construction sequence, where all features are determined by the constructal, deterministic method.

Fig. 11 shows the results obtained by full numerical FEM simulation for the first four ensembles. We used the FEMLAB multiphysics package [50] that implements a Galerkin finite element model on unstructured, Delauney meshes. Other structures, based on different geometries (e.g., circular) for the elemental cell are under current investigation.
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Fig. 11. – Voltage (gray scale, isolines) and current (vectors) distributions for $\sigma_p/\sigma_0 = 100$.

4. CONCLUSIONS

The main conclusions drawn in this work are as follows:

- The constructal principle, applied here to the PVC design, is deterministic, and it relies on the usage of physical laws: the PVC is constructed starting from the smallest, elemental cell, by using optimized (on physical grounds) higher order building blocks, in a time arrow that spans from small to large [1], [40]. This technique differs fundamentally from a fractal, non-deterministic (i.e. postulated) top-down design that indefinitely repeats a unique pattern (e.g., through bifurcations), at lower and lower levels, from a macro assembly to lower and lower level PVC ensembles.

- As a general rule, the optimized PVC ensemble was built such that its structure provides easier access to the imposed (global) currents that flow through it.

- In the optimized PVC the total current is driven to the (terminals) with the smallest voltage drop, which results also in the smallest power loss by the series resistance.

- The first step in the constructal optimization is the elemental system that is optimized by applying basic (here Maxwell) physical laws.

- Starting with the second order construct one particular rule emerges: each new construct is made of two lower order (higher level of detail) constructs.
• The third order construct is the last one that needs a separate analysis. As its structure differs from its smaller, second order constituents, its geometry cannot be obtained by recurrence formulas.
• Although not optimal in the mathematical sense, the PVC constructs of order higher than two are \textit{the best blocks that fit together}.
• The present analysis is valid when the conductivities ratio $\sigma_p/\sigma_0 >> 1$ and when the porosity, $\phi_i << 1$.
• The constructal minimization of $R_S$ leads to a design that is not only optimal: it has also an attractive, \textit{natural} appeal, where the collector fingers evolve \textit{naturally} into busbars. Therefore, depending on the elemental system, the optimized PVC structures may satisfy with the aesthetic criteria requested by architectural and design goals.
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